Use of Distribution Network Topological Fractality and Sunburst Charts in the Online Risk Assessment
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Abstract—The integration of outage records, historical weather information and fault management events are used in a risk-based GIS driven proactive management tool. It enables the operator to visualize the hourly risk prediction by the graphical representation of the feeder section with a color to each corresponding risk level. The addition of daily hours to the set of spatial coordinates is well suited to perform online risk mitigation but also increases the visualization complexity. Outputs from the risk assessment must be simple and very informative to promote fast action by control center operators. The simplification step is to use a fractal network approach, which allows the use the box-counting method and the renormalization process where a distribution network is collapsed to one node. This simple node can aggregate information of the whole network by using a circle diagram in form of sunburst chart for dynamic visualization and navigation. The effectively of the designed visualization tool is evaluated under electricity networks from a real-world distribution system.

Index Terms—power distribution networks, geographic information systems, fractality, renormalization, sunburst.

I. INTRODUCTION

The use of risk reduction control can prevent failures and mitigate consequences through pro-active risk management and affective ranking of risk reduction measures [1]. The weather-based risk assessment allows the risk measurement through the correlation between the weather data and historical management data. The predicted risk level should then be presented to the operator efficiently and timely. The use of single line diagrams my slow down the decision process since some time is needed for the operator to understand the distribution network topological diagram. A fast way to output the monitoring parameters can be achieved by the network clusterization and renormalization where all information can be collapsed into a single point.

During the clusterization procedure a requirement is to determine the number of clusters that is not trivial to select. In the recent literature, the distribution network topologies are studied to find intrinsic properties that improve the underlining mathematical models. In [2], techniques from complex network analysis and graph theory under real-world medium-voltage power grids are used. Among the graph properties, the self-similarity arises as a property of distribution network that repeats graphs patterns over all scales. This is a typical property of fractals. Since the clustering coefficient of medium- and low-voltage distribution networks are zero, the fractal dimension is thus an attractive parameter in the determination of the clusters’ number for all zoom scales making the information synthesis more effective.

The fractal geometry of urban growth in [3] is used in a power-law distribution with fractal exponent for simulating the load density growth in a distribution utility service zone. A grid covers a metropolitan area and the electrical loads are grouped per cell without take into account the distribution network topology. On the other hand, [4] assumes the fractal characteristic of electrical power system networks and calculates the fractal dimension of five networks, from IEEE 14 bus system to IEEE 300 bus system. In addition to the determination of fractal dimension of several electricity networks, [5] states that: the larger the electric power network fractal dimension, the greater the opportunity that power system fault may occur. The fractal property is also used by [6] in the creation of virtual distribution networks able to test different scenarios and algorithms without having to collect and process the real-world network data. More recently, the Fractal Grid project [7] addresses the increased complexity of future power grid by developing a multi-scale methodology for smart grids based on fractality where a more flexible, controllable, resilient and interoperable electrical system enable efficient and safe operation.

The distribution network topological fractality can be made useful in a multi-scale framework through the clusterization technique with renormalization concept for creating hierarchical graphs. Reference [8] uses nodes and edges to represent the electricity network. Each edge assumes values of electrical properties of lines, such as admittance or average power flows. In this way, a hierarchical spectral
clustering methodology reveals the internal connectivity structure being measured by subgraph volume, boundary and expansion. A modified admittance matrix is also employed by [9] in the determination of a normalized similarity matrix. Then the first k eigenvectors are calculated and clustered by K-means algorithm. The separation of whole network into local areas is necessary for an efficient modeling of large-scale electrical grid. Due to the clusterization necessity and taking the advantage of network topological fractality, [10] proposes a power-grid-partitioning optimization method able to reduce the fault current level of electricity grids by changing the structures of power grids according to fractal dimension.

Our work aims to correlate the fractal dimension of real-world distribution networks with the cluster number for each zoom scale. Thus, a hierarchical graph can be achieved as a multi-scale navigation framework. The information of interest for each layer is collapsed using the sunburst chart that has the capability to show hierarchical layers in a single point. The main contribution of the proposed methodology is the use fractal dimension to create a multi-scale navigation framework embedded into a sunburst chart.

The paper organization is as follows. Section II provides some relevant concepts of fractal geometry, introduces the mathematical formulation of fractal dimension and presents the box counting method applied in distribution networks. Section III depicts the K-means algorithm for finding self-similar functional cuts with minimized disconnection. Section IV relates the hierarchical graph with sunburst chart in a multi-scale navigation framework. Section V discusses the results from the test of the proposed methodology under a real-world distribution system. Section VI lists paper contributions.

II. FRACTAL DIMENSION OF ELECTRICITY NETWORKS

Geometric shapes that show the exactly self-similarity on infinite scales are considered ideal fractals easily observed using the modern computers. The notion of self-similarity in natural shapes and objects sheds lights in understanding natural geometry. The more one zooms in, more similar features are observed. Since natural fractals show statistical self-similarity it means as one zooms in, statistically/approximately self-similar shapes emerge. It is possible to say that electricity networks present a simplistic kind of self-similarity. If the graph representing a distribution network is cut, the resulting subgraphs will resemble the parent graph in a statistical way. Since the self-similarity is a typical property of fractals, in some networks it is unraveled through the determination of the fractal dimension.

A. Fractal Dimension

The volume of a fractal (or any object), \( V_{ol}(s) \), is measured by putting a d-dimensional hypercubic lattice of lattice space \( s \) at the same region of space where the object is localized.

\[ V_{ol}(s) = N(s)s^d \] (1)

In (1), \( N(s) \) is the number of boxes of volume \( s^d \) which overlap with the structure and \( s \) is much smaller than the linear size \( L \) of whole structure. To be able to identify the correct dimension of fractals another non-Euclidian value for \( d \) is needed. In nature there are objects so complicated that their dimension is not integer and therefore does not belong to any of the well-known integer dimension of Euclidian geometry. The fractal dimension, \( D_C \), is the value of \( d \) for which the volume \( V_{ol}(s) \) attains a constant value \( M(0 < M < \infty) \), when \( s \to 0 \) and \( N(s) \to \infty \). Substituting \( V_{ol}(s) \) with \( M \) in (1):

\[ N(s) = Ms^{-D_C}, \text{ with } s \to 0, N(s) \to \infty \] (2)

Then the dimension \( D_C \) is given by taking the \( \log \) of (2).

\[ D_C = \lim_{s \to 0} \frac{\log N(s)}{-\log s} = \lim_{s \to 0} \frac{\log N(s)}{\log 1/s} \] (3)

Because the term \( \log(M)/\log(s) \) tends to zero at the limit \( s \to 0 \), once \( M \) is a finite number and \( \log(s) \) tends to be infinite. The state-of-art algorithms for estimating the fractal dimension is based on box-counting schemes that quantifies the rate at which an object’s geometric details develop at increasing fine scales [11].

B. Box Counting Method

From the formal definition, in which \( \log N(s) \sim D_C \log(s) \), and by the assumption of a database with self-similarity in the ranges scales \( [r_i, r_2] \), the correlation fractal dimension, \( D_C \), for this range is measure as given by (4).

\[ D_C = \frac{\partial \log \sum A_i^2}{\partial \log(r)}, r \in [r_1, r_2] \] (4)

Where \( A_i \) is the occupancy of the i-th cell when the address space is embedded into a two-dimensional grid with cells’ grid of side \( r \). Fractal dimension algorithm imposes grids of different resolutions over the dataset, starting from the coarsest one to the finest one, and counts the cells’ occupancies in order to create the \( \log(r) - \log(S(r)) \) plot, as shown in Algorithm 1.

Algorithm 1. Get the fractal dimension, \( D_C \), of a dataset.

1: \textbf{for} each grid of size \( r=1/2^j \), \( j=1,2,...,|R| \) \textbf{do}
2: \textbf{for} each point in the dataset \textbf{do}
3: \hspace{1cm} Decide which grid cell falls in (i.e. the i-th cell)
4: \hspace{1cm} Increment the counter \( A_i \)
5: \textbf{end for}
6: \hspace{1cm} Compute de sum of occupancies \( S(r) = \sum A_i^2 \)
7: \textbf{end for}
8: \hspace{1cm} Generate a plot using the values of \( \log(r) \) and \( \log(S(r)) \)
9: \hspace{1cm} Return the slope of the plot (liner regression) as \( D_C \).

The box counting algorithm can be improved by reversing the sequence of grid granularities, i.e. starting by filling in the occupancies of the finest grid and proceed, consecutively, with coarser-resolution grids [12].
III. SELF-SIMILAR CUTS IN DISTRIBUTION NETWORKS

The topological fractality stands for a power-law relation between the minimum number boxes needed to cover the entire network and the size of the boxes. By controlling the zoom factor into a multi-scale navigation framework, the size of the boxes is controlled as well. The power-law relation provides thus the minimum number of boxes that cover self-similar portions from the entire network. The matching among network nodes and their boxes can be achieved by using clusterization methods.

A. K-means Clustering Method

The K-means algorithm is an iterative optimization method to find the cluster configuration \( C = \bigcup_{j=1}^{K} C_j \), where \( C_j \) is the set of all network nodes in \( j \)-th cluster, that minimizes the sum of squared Euclidian distance \( d_2(x_i, m_j) \) between the nodes \( x_i \) and their corresponding center \( m_j \) [13].

\[
C_0 = \arg \min_C \sum_{j=1}^{K} \sum_{m \in C_j} d_2(x_i, m_j)^2
\]  

(5)

In every iteration \( t \), the reassignment of all nodes to their new cluster is alternated as in (6).

\[
C^t_j = \{ x_i | d_2(x_i, m^t_j) \leq d_2(x_i, m^i_j), \forall i=1,2,...,K \}
\]  

(6)

Until the convergence, all new cluster centers are recalculated as well.

\[
m^t_j = \frac{1}{|C^t_j|} \sum_{x_i \in C^t_j} x_i
\]  

(7)

The algorithm is initialized by choosing \( K \) random points into the two-dimensional space that cover the entire network as initial cluster centers, \( m^0_j \). Since the number of clusters depends upon the complexity of the network, this work proposes the use of the power-law.

\[
K = \left( p_{factor} \right)^{3} + \frac{1}{2}
\]  

(8)

Equation (8) correlates the network cluster number with its fractal dimension whenever a constant zoom factor \( p_{factor} \) is known.

B. Removing Disconnected Cuts

As the distribution network is dealt with as a graph \( G(V,E) \), then the network portion in every cluster is a subgraph. The K-means algorithm builds the clusters using a two-dimensional vector, \( X \), that has the normalized geographical position, latitude and longitude, for each node of the network graph

\[
X = \{ v^0, v^1 \} = \{ (lat, lon) | v_i \in V \}
\]

The use of geographical position vector has poor topological information which increases the probability of clustered subgraphs being disconnected where clusters can have one or more subgraphs.

The positional structure of a graph does not capture the entire functional information about the power distribution grid. The use of edge weights includes this information, where the graph edges’ set is the distribution lines set. The edge weights can be interpreted as a penalty for cutting the corresponding edge when clustering. It measures the connection strength, as strongly connected vertices are more likely to be clustered together. In these terms, the connectivity information can be described by the nodal impedance matrix, \( Z_{bus} \), that reveals the electrical distance among all network nodes.

\[
X_{new} = X \cup \text{diag}(Z_{bus}) = \{ (v^0, v^1, z_{ii}) | v_i \in V \}
\]

(9)

In (9), the new vector \( X_{new} \) is three-dimensional, which implies in the use of normalized spherical coordinates to place initial clusters centers \( m^0_j \).

C. Functional Cuts

Although the use of the nodal impedance matrix can improve the connectivity of clusters, there are some functional issues of the distribution system that this information can not cover. One of them is the power distribution feeder sections configuration. As it is desired to have one connected subgraph per cluster, it is desired the clusters have entire distribution feeder sections, as well. This arrangement enables the enclosing of damaged distribution feeder sections by just one cluster. The achievement of more functional clusters comes from their boundaries that must be composed by inter-section devices such as the sectionalizing switches.

\[
\text{diag}(Z_{bus}^{new}) = \{ z_{ii}^{new} | z_{ii}^{new} = z_{ii}^{new} + z_{jj}^{pri} + \beta_{ji}, e_{ji} \in E \}
\]

(10)

\[
\beta_{ji} = \begin{cases} 
\max_{\text{diag}(Z_{bus}^{new})} (z_{ii}^0) & \text{if } e_{ji} \in E \land e_{ji} \in E_{FS} \\
0, & \text{otherwise}
\end{cases}
\]

(11)

Equation (10) expresses the modification in the calculation of the diagonal elements from the nodal impedance matrix. When the edge has vertices in different feeder sections, it belongs to the section boundary, \( e_{ji} \in E_{FS} \), and its primitive impedance, \( z_{jj}^{pri} \), is added to \( \beta_{ji} \) increasing the electrical distance among nodes at different sections. With this information, the K-means algorithm must provide clusters where their boundaries match to distribution feeder section boundaries.

IV. APPLYING TOPOLOGICAL FRAC TALITY IN ONLINE RISK ASSESSMENT

In a typical renormalization, the entire network is covered with boxes, here clusters. In this way, the renormalized network is built by replacing each box by supernodes (or renormalized nodes) and these nodes are connected if there is at least one link between two nodes in their corresponding boxes. When the renormalization is applied to a self-similar network, it leads to a new network that presents similar
properties as the parent one. For example, in Fig. 1 (a) the supernode “0” covers the nodes “00”, “01” and “02” that are connected similarly to main network of supernodes. This is a hierarchical scale free graph like a fractal structure.

The information of interest in every node of the hierarchical graph can be represented using a sunburst chart. In Fig. 1 (b), the caption of every node is presented in the sunburst chart. The main square is in the central cycle providing global information of the graph. Middle cycle has the supernodes information at the first scale while the external cycle displays information of the second scale nodes. Thus, this work takes the risk level from the online risk assessment [15] as the information of interest to show in the sunburst chart.

\[ R_p = \max \{ R(v_i) \}, p = 0, 1, \ldots, n_{\text{scale}} \]  \hspace{1cm} (12)

In (12), the risk level, \( R_p \), for each scale \( p \) is achieved as the maximum risk level among all nodes, or clusters, that are visualized in the scale \( p \) and comprise the subgraph \( G_p \). In the following section, all theoretical assumptions taken by this work are evaluated using a real-world distribution system with power networks of different topologies.

V. APPLYING TOPOLOGICAL FRACTALITY IN ONLINE RISK ASSESSMENT

The topologies of real-world distribution networks are shown in figures along this section. The evaluation approach is focused on three main concepts as proposed in the previous methodology sections. Firstly, the calculation of the fractal dimension to distribution network is verified. Then, the evaluation of the clustering method is done as well as the techniques to improve the self-similar cuts. At last, the visualization of the renormalization process using dynamic sunburst charts is applied to represent online risk assessment.

A. Fractal Dimension of Real Distribution Network

Figure 2 displays two topologies of MV power networks from the real-world distribution system. The network in Fig. 2 (a) has many lateral branches looking like a tree while the other one, in Fig. 2 (b), looks like a single long line with few lateral branches. This topological difference is mathematically observed through the calculation of the fractal dimension as is illustrated in Fig. 2 (c) with the linear regression for each network. The slope, or fractal dimension, of the network in (a) is equal to 1.3366 which is greater than the slope of the network in (b), that is 1.116. This indicates the network in (a) is topologically more complex and, as consequence, it need be clustered with a larger number of clusters. Thus, the number of clusters to the network in (a) is equal to \( K_f=3 \) while the network in (b) can be clustered using \( K_p=2 \) clusters.

B. Self-Similar Cuts

With the achieved number of clusters the K-means algorithm performs the clusterization by splitting the whole network in subgraphs. Ideally, each cluster must cover one connected subgraph, but just using geographical coordinates it is not always possible. In the Fig. 3 (a), the clustering is obtained by using a dataset with the georeferenced information for each node of the network. As the clustering result, the blue cluster cover correctly one connected graph, \( G_0^{blue} \). On the other side, the red cluster has two subgraphs, i.e. with one additional disconnected subgraph, \( G_1^{red} \). The proposed way to minimize this effect is the use of the topological information. The insertion of the nodal impedance information into the dataset allows for improving the clustering procedure. Figure 3 (b) displays this improvement where each cluster covers only one connected subgraph.

A MV/LV power network with high fractal dimensionality (Fig. 5(b)) is used in the measurement of additional disconnected subgraphs through every scale, or layers of the
Figure 3 Subgraphs provided by the clustering algorithm: (a) by dataset with geographical coordinates, (b) addition of nodal impedance in the dataset and (c) charts with the compared number of additional disconnected subgraphs in a real-world MV/LV power network.

The bar chart in Fig. 3 (c) compares the number of disconnected graph for each hierarchical node. The global power network is represented by the hierarchical node 1. Using the dataset with two geographical coordinates (2d DS), the clusterization yields 7 additional disconnected graphs, while inserting the nodal impedance information into dataset (3d DS), the number of disconnected graphs decreases to 3. In general the number of additional disconnected graph reduces when the nodal impedance information is inserted into dataset. This reduction is measured by the accumulated number of the disconnected graph in all hierarchical nodes. The chart in Fig. 3 (c) shows that the line of accumulated disconnected graphs with nodal impedance (Acc w/ 3d DS) is below the line of accumulated disconnected graphs with just geographical coordinates (ACC w/ 2d DS). The total reduction is around 40% and can be improved by manipulating the nodal impedance as in the proposed functional cuts.

The architectural structure of distribution networks provides resources to perform functions like the network reconfiguration during the power restoration procedures. Sectionalizing switches (SW) are installed along the distribution network to enable this function. Thus, it is useful for the clusters’ boundaries to have theses sectionalizing devices. The nodal impedance information is modified as given in (10) and (11) to increase the similarity within the clusters for creating more functional cuts. This behavior is verified in the Fig. 4 (a), (b) and (c) where the clusters at three first layers of the hierarchical graph are observed. In (a) the switches \( SW_1 \) and \( SW_3 \) comprise the boundaries of the red clusters, \( G_{00}^{red} \), at the 1st layer. In (b), the boundaries of \( G_{01}^{red} \) has the \( SW_1 \) and \( SW_2 \). In (c), the red cluster \( G_{02}^{red} \) is bounded by switches \( SW_2 \) and \( SW_4 \). Other benefit of the functional cuts is the reduction in the number of additional disconnected graphs as shown in Fig. 4 (d) where the reduction reaches 60%.

C. Dynamic Sunburst Charts and Network Navigation

The proposed sunburst chart approach to online risk assessment is evaluated under a real-world distribution network. The sunburst approach enables an advanced visualization tools across the hierarchical graph. Figure 5 (a) shows the design of this tool to the 1st hierarchical layer where the blue, red and green triangles are navigation buttons with the function to enter into color matching cluster. The sunburst chart display the real-time risk levels, \( R_p \), by using colors tones: the light blue symbolizes low; the olive green symbolizes medium; and the dark red symbolizes high risk level. The central cycle always shows the risk level in global network, the current hour and hierarchical layer visualized, in the case it is the 1st, \( HL(1) \). The middle cycle displays the current risk level for each visualized cluster. As the hours and hierarchical layers change, the risk levels at middle cycle change as well. The external cycle maintains the chronology of risk levels per cluster along the daily twenty four hours by starting at zero hour (00:00).

Figure 5 (a) displays the measured risk levels by the online risk assessment procedure. At 08:00, the blue cluster has low risk, the red one has high risk and green has medium risk. The red button is clicked to enter into cluster with high risk. A zoom in factor of two times is performed. The selected cluster
is centralized on the screen indicating the navigation to 2nd hierarchical layer as illustrated in Fig. 5 (b). A new clustering is achieved and, consequently, the risk levels displayed in the sunburst chart also changes, except in the center cycle that always shows the global risk level. Figure 5 (c) displays the updated chart at 15:00 to the 2nd hierarchical layer. By looking in the external cycle, at 08:00 the 2nd layer green cluster has high risk level while the others have medium risk level. This risk levels remained until 15:00. In Fig. 5 (d), the sunburst chart is taken at 21:00 when the high risk level is in 2nd layer green and blue clusters. At the same time, the red cluster has medium risk level but, by looking in the red cluster chronology, at 16:00 its risk level is high as a consequence of severe weather condition.

VI. CONCLUDING REMARKS

The following are the paper contributions and future works:

- Using the distribution network topological fractality, the correlation between fractal dimension and number of clusters in a distribution network is defined.
- A multi-scale navigation framework is enabled using the renormalization procedure where the distribution network becomes a hierarchical graph with information of interest displayed as a dynamic sunburst chart.
- The use of dynamic sunburst charts make outputs from the online risk assessment be very informative in order to promote fast insights on network operators at control rooms. The proposed approach should provide a way for comprehension of the current situation into a strategy of situation awareness able to improve the distribution network resiliency.
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